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Collaborative Edge Computing

Address all 
above issues！

⚫ Edge scenarios 
like smart homes 
usually comprise 
a group of trusted 
idle devices.

⚫ Can be associated 
as a collaborative 
resource pool for 
in-situ DNNs 
training 
acceleration.

Challenge #1:  How to select best parallelism architecture.

Data Parallelism Pipelined Model 
Parallelism

Intra-Operator Model 
Parallelism

Solution: Utilizing hybrid pipeline parallelism (HPP)

Challenge #2:  How to tailor parallelism 
planning for heterogeneous devices.
Solution: Design algorithm to minimize the 

time required to finish a minibatch

Challenge #3:  How to render robust training 
under dynamic edge environment.

Energy Depletion Network Anomalies

Solution: Fault-tolerant pipeline replay

Edge Device and Environments
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When compared with SOTA system for cloud, Asteroid achieves up to 86% 
latency reduction and reach the target accuracy up to 6.1 times faster than 
all the baselines. compared to these baseline methods.

Exhibit substantial scalability under 
bandwidth-limited environments.

Lightweight and efficient pipeline 
replay mechanisms for HPP training.

This paper proposes Asteroid for 
collaborative DNN training across 

heterogeneous and resource-
constrained edge devices. Asteroid 

addresses multiple challenges faced in 
edge environments and achieves 

12.2× faster training than traditional 
methods and 2.1× faster than state-

of-the-art HPP methods.
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