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AI and Deep Learning
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Computer Vision Wearable Agents Smart Robotics

Credit: Google images.
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• Deep Learning is all around us. 



Trend of Deep Learning
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Both model and dataset are greater and greater！



How System Contributes Deep Learning?
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Deep Learning System on Mobile Devices
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Credit: https://coruzant.com/opinion/the-future-is-edge-computing/

• Mobile computing has emerged as a new paradigm
• Popularization of mobile devices in both magnitude and variety
• Proliferation of mobile data in both scale and modality
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https://coruzant.com/opinion/the-future-is-edge-computing/


Challenges of Deep Learning on Mobile

• DNN Computing is extremely 

computation-intensive and resource-

demanding

• Mobile devices are resource-

constrained and heterogeneous

How to apply?

Credit: Google Image
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DLSys for Mobile Inference & Training
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Inference on Mobile Training on Mobile
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On-Mobile Inference
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Production Development

• The gap between Production and Development

GapsFramework/Lib: Pytorch

Hardware: X86

OS: Windows10

Accelerator: GPUs

Backend: Cuda, CuDNN

Framework/Lib: MNN/TFLite

Hardware: Arm/RISCV

OS: Linux/Android/IOS

Accelerator: CPU,GPU,TPU…

Backend: OpenCL, WebGPU

A lots of heavy 

lifting involved to 

bring intelligent 

applications to 

deployment 

environment. 
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On-Mobile Inference
• Machine Learning Compilation (MLC)

MLC Process

Credit: https://mlc.ai/summer22/.

Production
Development
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• Concurrently Inference on Heterogeneous SoCs

On-Mobile Inference

CoDL, Fuchen Jia et al., MobiSys22



122022/11/24

Conventional process

Partitioned Parallelism

• Collaborative Inference on Mobile Cluster

On-Mobile Inference

Coedge, Liekang Zeng et al., TON DeepThings, Zhuoran Zhao et al., TCAD



On-Mobile Training
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Methods of Memory Optimization：

1. Host-device memory swapping.
2. Splitting global mini-batch into

micro-batch.
3. Activation recompuation.
4. Model & gradients compression.

Credit: Sage MobiSys22

Figure: Memory footprint of DNN 
inference and training

• A major bottleneck in on-mobile training is the memory scarcity



On-Mobile Training
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Melon, Qipeng Wang et al., MobiSys22



On-Mobile Training
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Sage, In Gim et al., MobiSys22

• Propose a framework support operator fusion and computation graph optimization



On-Mobile Training
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Mandheling, Daliang Xu et al., MobiCom22

• Training offloading to on-chip Digital Signal Processing(DSP) 
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On-Mobile Training
• Collaborative Training on Mobile Cluster

EDDL, Pengzhan Hao et al., SEC21 Eco-FL, Shengyuan Ye et al., ICPP22

Data Parallelism Pipeline Parallelism



Conclusion & Discussion

182022/11/24

Mobile

Devices

Dynamic 

Resources

Constrained

Capability

Heterogeneous 

Hardware

• The research trend of DLSys on mobile

On-mobile Inference

On-mobile Training

To be continued …
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Link: https://github.com/ysyisyourbrother/awesome-on-device-AI


